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Introduction:

Large Language Models (LLMs) and correspondingly building vector databases in the recent time
produced appealing advances in enabling machines to behave like humans. Linguists can play a
vital role in training LLMSs by using many linguistic theories such as lexical semantics, semiotics
and so on to identify and account for complexities in meanings of words and expressions so a much
more robust use of this research can be achieved. For example, the Tamil word "pati" has multiple
meanings, such as "to read", "to settle", “step”, ““a measuring container” and so on. Not only the
homonymous words but also extended meanings of expressions as in vayiru erikiratu to mean both
‘burning sensation in stomach’ as well as ‘feeling hurt mentally due to unusual attitudes of others’
would also pose problems for machines in parallel to how humans understand the natural language.
A linguist could help an LLM to be trained with such nuances of expressions so a live interpretation
can be achieved by machines. Such efforts would allow the machine to interpret dialogues in a
more meaningful manner than now. Prediction and probabilities within complex linguistic
structures need to be accounted for more comprehensively than before in order to design plausible
and life-like machine-human interactions. Linguistic theories have traditionally focused more on
structures than on the bidirectional predictability of words or even sentences, which is what
systems like BERT and GPT attempt to do (Cf. Noir 2020). An attempt is made here to
demonstrate using a robot as to how the recent developments of NLP can be implemented and
tested for Tamil.

Recent Advances in NLP tasks and development of a Robot:

With an extensive research and plausible outcome from many open-source projects such as text to
speech, machine translation, Wiki-resources and speech to text, it is now quite possible to integrate
them into a mini-robot type of machines and converse to them in a natural way. This project aims
at a similar effort with a robot and attempts to converse in Tamil with it. The activities include
commanding the robot to move around such as forward, backward, circle around and so on with
commands in Tamil, like werermme Gursis, 19semme aimsis, s55 55, respectively.  This system also
can be trained with particular set of movements and use later to perform them using commands in
Tamil. For example, navigating from one place to another can be recorded in sequence and link it
to commands such as semwwewmpsEg Curss, sewummpssE Gumil @ armsis and so on so forth, so
these commands will call the routine that was trained earlier. The robot that was built earlier and
is demonstrated in http://robot.tamilnlp.com extensively uses a voice recognition card called
EasyVR and its speech to text capability is restricted to a single person. Whereas, the current
project employs Google’s text to speech and speech to text APIs extensively and attempts to
process Tamil voice in a natural way independent of the speaker. The issue with this project,
however, lies in the way the parsing of Tamil sentences is done in a meaningful manner, so the
machine can respond with its text to speech API. What is crucial is the processing task of the text
obtained between the two processes namely speech to text and text to speech. The speech to text
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API attempts to convert most of the spoken Tamil expressions into corresponding literary text.
What is of utmost importance is that one needs to find the input and output of this API with a set
of data and analyze the commonalities, so the processing task can be done efficiently. For example,
the output pEiser CLTuig0\sTeT(H Q)(BSFVIFTT, [BIS%6T BTO6TH S 6TaienenL W afL" (Hd G
2 BIFEHOL W LSS5I IBS3H% Osmen® eumaiiserr are interpreted from the
corresponding literary form of the speech. However, the spoken form of the output $zis
BIOTESE TSI afL" HF @ 2 BIs L5555 TBHSSHIL (B caupaimisarT requires special
attention. The word preners® is understood/interpreted as prewears, TB®SHSHLH 1S
interpreted as a1®sgL"®. When these words are uttered separately, L dss@ @),
eT(h3515% L (» are produced as output with “g4" in them. Strangely, when these words are
included as part of a sentence the output produces only er®ggL @ as in 2 m1s L5S5F®S
B saIL B aummaimgart. Obviously, this kind of analysis needs to be done with a large set
of expressions and a common feature of the output from this application needs to be arrived
at, so further processing of the output from speech to text API can be possible. Particularly,
this kind of study is needed for applications like question/answering systems, database
retrieval systems and so on.

Using the Wiki resources in Tamil:

When interacting with the Wiki resources, an attempt is made to parse sentences with the
word “ug8)' and the API to Wiki resources is called. Following are some of the interactions
and results from this device:

Input: @ LS ClFTede EIs:

Output: H6D HCRTGHRTTLY, 2 FUi avL_medledT 1955 g18mak @QuwEsEH Ceuallaps SLOLH HTH6 -
K0 ) S 1) & S b3 SLOID TS

BWSERF®eUG FeogUuL b,  @FSPewgliuL P  swrflliumerd, o2 SwHG DA, SSTHTUSCTITS

D (LPSLOTGSIITS.

Input: @Loo@® sl LSS CFTOIBIS

Output: o Csmflevm L 11g Hevarf CHmeneuuied 6L bS5 aTaT awri Qumduiwe seard. 1984
SLISB ©'% B T (5] R0 3 12/

2L eI QST mISLILIL L Q&S50 555 el &(LpLoSB G @)TTLOTGTHS LY FETTH 3DoHdL L e aruflermeD

BlBeuUBESLILIHE D).

Although the second query and result seem to be desired, the first query and result requires
attention as the text from the query and result do not have any direct link in any of the phrases
within the output. However, the input @@ & sewermy LSS Gereayms does indeed
produce the same output as above. Except for such minor issues, accessing API resources
from Tamil Wiki offers a good result for the names of towns, institutions, projects and so
on.

Input: wuer@giemn Lupp Ceraems:
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Output: wulewr®geop (Mayiladuthurai) (& wrweugd e16IL N PSSLILIL L GI)
@rFwuraiew, sHETR wTHsHe wulwThgenn I L SF6 2 aTer BlIaTss
FemevenouilL_(LpLd, FpLiLy Blewew BHITLFuLd Y@GLd. oullevsar 9 BILD HOD GTGTLIS T
U TBHSIOD 61T HYeDLpSHSLILIBF D).

Input: wgiewr S 16 LB ClFmedeymis:

wiewr s @QesSu lar Qsreuys @ (Project Madural) eraiug sy @oESwmisaer,
QoawESe @ewasors Qaefl@L, @b BpES, saTarTiol, 2 wsartalw wwwp@wrgd. 1998 ey 9 er®,
QurEIse Deissani, CSTLBISLILL L QFH L L 1D, @) aimeralled GG g QuIES au(bH D).

Translation resources:

Google’s translation resources are incorporated in this device and the commands such as
B3 0w CleFTedams, owTaggie CFTawms, satarL_mo Gareams etc., followed
by any sentence in Tamil is translated to the corresponding target languages. Following
are some of the outcome from this device:

anlpPev ClFTeda) Mm%
ot & e

hindee mein kahen

bEIGE@HLD 2 B1% FLOLNULD BTeD6Ts G TTORTTL @i (Hd@ FTLILNL aufBISarT
FT q S TFET 1S el T o W o6 g 7B 1A ?

kya tum aur tumhaara bhaee kal raat ke khaane ke lie mere ghar aaoge?
s pevewT GLF aUHLDT

FIT 3T TS A e o &7

kya aap achchhee tamil bol sakate hain?

BEI% eTeOeVT(HLD QBFWTajev 6TE0BHS QL G&1%@ Cumul ()5s&miseTe
@aray aflLmo ClFTevpimiEanT

T 37T T3 ST Tkl & 1o AT T¥ft WA & et T &7
kya aap mujhe bata sakate hain ki aap sabhee bhaarat mein kahaan gaye
hain?

FTL_Tev OFTOG) M!S

B]BOLF QoD BeR

Kenadiyan endu heli
BEIs Brenens@ erarGatr af L (Na @ o fm%arT

Vo¥ I3, DI wh3eadre?

Nale nanna manege baruttiya?
bmis srenevullev FTLILIT® FTLILIL 10 BISGTT

ey 39} 300QeTe?
Nivu beligge tindiddira?



Proceedings of the International Conference on integration of Artificial Intelligence to the Resources of the Tamil Language, Kumaraguru
Arts and Technological colleges, Coimbatore, 2023. (http://uttamam.org/papers/tic2023.pdf).

The “speech to text” system converts input voice into Tamil text and the translation API
translates the respective text to corresponding target language and outputs in the respective
script. Correspondingly, the output text is both recorded in the database and converted to
corresponding voice using the “text to speech” application. Each of the target language
text as given here are uttered by the text to speech engine API correspondingly by
exploiting all of the resources.

Accessing online text databases:

It’s quite possible to access online literary databases and convert them to voice as well as
text with these resources. Following example shows how this device is used to access
online Thirukkural databases:

Input: @per 52:

Output in both text as well as in voice: 52. Qur@erT' @ CurppIsTiEE @ea YBTTL & 2pEF D
arGHIPeT  Leuis@. Ounmer <& Cuippristisg Qeeeblunparted Lwer GHTLe  FemesL
UTSISTTSTISE Q)e0enev; 4EI& (BT YL F sa16 FATLIMTSEFSS @evemevyg CLme D(BOTTAT LIlLIGT
Gsm_ad eorait PaTLIMITE@BEG @Qme. alassy (QurGLluwueT QWssP&s smremd starami GLmre,
SBLLIWGT QUPSSD @ 20168 Hletesich HTIesitd eTarSTulmm. 2oresr Hestpagmuilend o ulisl @& @y BmIGLD

BleOSTWTSTISHG BT TSP @)(PF& QWM GTRTLITENT LONISSHI, oSl 2 ewT(h 6TTLG (R)eweu @)Teut(h
Ul LTI FmpLiLi’ L g.)

System resources and converting them to Tamil speech:

Besides the above online resources, it is also quite possible to interact with the system
resources such as time and date and have this device record in text as well as speak it in
Tamil as shown below:

Input: @i wewf] ereTast
Output: @LiQureps KORG85 HipsE CraLd rea 6T (H oewf @aTLIS EILOL LD 2bLISS Qe el

Input: @ arewanss acrear Gs%
Output: @arennss @uair_mulTss @)BLSS eLpeHTIISHLD OUFL LD LISSISYLD LOASLD LIS QRTDIYLD BTG

In order to convert Tamil numbers to corresponding Tamil text the resource from
http://robot.tamilnlp.com/py/convert tamil number.py is extensively used as part of this device.

Conclusion:
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With this initial analysis with a robot on the speech to text and text to speech resources that are
available online, an attempt is made to test the performances of the robot (cf. Renganathan 2022)
in a multiple number of ways. What is yet to be attempted, but in the process of being developed,
is the process of analyzing output text from speech to text resources in a meaningful way to build
some of the NLP tasks such as question-answering systems, man-machine interactions along the
line of natural conversations and so on. Attempting to decipher the correct interpretation of
commands involving ambiguous words would be a challenging task. As already mentioned, such
tasks can be accomplished only when the training is made with extensive database containing all
possible bi-directional predictable expressions. Capturing the nuances of expressions involving
homonymous words, semantically extended phrases etc., are to be accounted for in a precise
manner possible so further advances can be made. Such projects would mainly explore the
intersection between the theoretical knowledge of linguistics and the linguistic performances
related to the recent advances of Al particularly in the context of building LLM and development
of vector databases. Obviously, as one can see that the linguistic performances of Al models such
as Bard, Chat-GPT have made enormous successes mostly without the application of much of the
knowledge from theoretical linguistics, but the outcome of these models, as has been cited in this
work, requires proper application of linguistic theories further so a desired and most plausible
outcome can be arrived at.
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